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The Big 5+1 EU Digital Regulations
for Data and AI Economy

Digital 
Services 

Act (DSA)

Digital 
Markets 

Act (DMA)

Artificial 
Intelligenc

e Act

Data Act
Data 

Governance 
Act (DGA)

GDPR
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The EU AI Act
New Rules for

- AI Systems
- GPAI Models [General Purpose AI]

Promotes human-centric & trustworthy AI

Protects against harmful effects of AI on
- Health
- Safety
- Fundamental Rights
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AI Systems Risk-Based Classification

From the EU AI Office webinar on risk management in the AI Act and related standards, 30 May 2024
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Risk 
management 

system

Data and data 
governance 

Technical 
documentation

Record 
keeping

Transparency and 
provision of information 

to deployers

Human 
oversight 

Accuracy, 
robustness and 
cybersecurity 

High-Risk AI 
Systems 

Requirements aArt. 
11

aArt. 
10

aArt. 
9

aArt. 
12

aArt. 
13

aArt. 
14

aArt. 
15
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Documentation Requirements

• Documentation → 
Transparency→ 
Trustworthy AI

• “The technical 
documentation shall be 
drawn up in such a way 
as to demonstrate that 
the high-risk AI system 
complies with the 
requirements’’ (Art. 11)
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Risk Management System Documentation - 
available today

Types of information
1. Information about the context 

of the AI system and the 
organisation

2. Details of the risk 
management system in place

3. Risk management processes
4. Results of AI risk management

ISO/IEC 42001 on AI management system 
ISO/IEC 23894 on AI risk management
Note that these standards are not sufficient for compliance with the AI Act
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AI Cards (I)
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AI Cards (II) 
1. General 

Information 
about the 
system

2. Intended 
use of the AI 
system using 
6 concepts

3. Information 
about the 
incorporating 
components

4. Information 
about processing 
of data (including 
info about legal basis 

and source of data)

5. Involvement of 
humans and level 
of automation
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AI Cards (III)

6. High-level 
summary of risk 
management 

7. Illustration 
of key 
qualities of 
the AI system

8. List of 
pre-determined 
changes

8.Regulation & 
Certification 
information
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Example:
An AI-Based Student 
Proctoring System

 https://delaramglp.github.io/aicards/example/

Proctify is intended to be used  in the education 
domain, for detecting suspicious behaviour of 
students during online exams in universities. 
Facial behaviour analysis and video analysis 
are used for detecting suspicious behaviour
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• Consistency

• Interoperability

• Integration with other documents, e.g. HuggingFace’s Model 

Cards

• Automated generation of AI Cards (using SPARQL queries)

• Querying to support compliance checking

Benefits of the Machine-Readable 
Representation
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https://w3id.org/vair https://w3id.org/airo  
AI Risk Ontology (AIRO) Vocabulary of AI Risks (VAIR)

AIRO and VAIR are going to be integrated with DPV (https://w3id.org/dpv)  



AI Cards | Delaram Golpayegani et al. | Annual Privacy Forum | 4 Sep. 2024 | delaram.golpayegani@adaptcentre.ie 13

Future Work

Providing input to
Data Privacy Vocabulary (DPV)

ISO/IEC 42005 on AI Impact Assessment

CEN-CENELEC Catalogue of AI Risks

Alignment of AI Cards with documentation and reporting requirements of 
EU digital regulations, including the GDPR, DSA, Interoperability Act, & 
DGA
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Navigating in the 
New European Regulatory 
Environment (5+1 regulations)
RegTech Solutions
• Risk and Operations Tech
• Compliance and Reporting Tech

• To support compliance and conformity assessment

• Supervisory Tech
• Ethical Tech

Digital 
Services 

Act (DSA)

Digital 
Markets Act 

(DMA)

Artificial 
Intelligence 

Act

Data Act

Data 
Governance 
Act (DGA)

GDPR

Legal AI ≠ Ethical AI 
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Computer 
Science

LawEthics

Application 
domain

e.g. health, 
education

Impact on

- EC’s policies & 
guidelines 
- International and 
European standards
- Codes of practice in 
different domains

- Fundamental Rights Impact 
Assessment  (FRIA)
- General Purpose AI Models 
obligations
- Regulatory sandboxes
- High-risk AI use cases

- Overlaps in regulations (e.g. AI Act 
& GDPR)
- Alignments/mappings with 

standards (e.g. NITS AI RMF)

- Public awareness and engagement
- AI literacy
- Right to be informed

- AI quality attributes
- AI testing
- AI/Gen-AI risk assessment

Safe, trustworthy, 
& green AI
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