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A Discussion on Applicability of 
GDPR to Advances in ML

GDPR + ML = ???
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An Introduction
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GDPR1

1. What is meant by Personal Data ? 

2. What is meant by Processing ? 

3. How is data is being processed? (what/how/where…) 

4. Who is involved? (whose data, processed by whom) 

5. How to check processing is following the rules of GDPR?  

World-Changing EU law that regulates Processing of Personal Data
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[1] https://eur-lex.europa.eu/eli/reg/2016/679/oj  
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Personal Data
Some “definitions” from across the globe
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‘personal data’ means any information relating to an 
identified or identifiable natural person (‘data 

subject’); an identifiable natural person is one who 
can be identified, directly or indirectly, in particular 

by reference to an identifier such as a name, an 
identification number, location data, an online 

identifier or to one or more factors specific to the 
physical, physiological, genetic, mental, economic, 

cultural or social identity of that natural person;

GDPR Art.4(1)

any information that (a) can be used to identify the 
PII principal to whom such information relates, or 
(b) is or might be directly or indirectly linked to a 

PII principal 

“Personal information” means information that 
identifies, relates to, describes, is reasonably 

capable of being associated with, or could 
reasonably be linked, directly or indirectly, with a 

particular consumer or household.

CCPA 1798.140 (o)(1)

ISO 29100:2011
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Personal Data
Data
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Personal Data

1. Identifiers: Harsh (name), xyz@email.com (email) 

2. Non-identifiers: Black (hair), Brown (eyes), 1.66m (height), etc. 

3. For a room full of people, combine non-identifier to uniquely 
identify a person (me) — thus creating an identifier !!! 

4. Useful technique for fingerprinting, profiling, tracking

Identifiers, and Identifiability
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Q: When is Personal Data not ‘Personal’ anymore?

• Anonymisation is the removal of (some) ‘identifying’ attributes from data 

• Merely using “anonymisation” does not produce anonymised data 

• It produces ‘pseudo-anonmised’ data, which is still personal data 

• ‘Completely anonymised’ if it is not identifiable 

• E.g. 

• Your exact location = personal data 

• approx. house = still personal data 

• approx. area = still personal data, but less 

• City =  still personal data, but lesser 

• Country = anonymised, kind of

Ans: When it is (completely) anonymised
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Q: When is Anonymised Data not Anonymised?

• Data is anonymised, i.e. all identifiers like names and emails are removed 

• But using a ‘combination’ of remaining data points, a person is still identified 

• Since re-identification is possible, its not ‘fully anonymised’ 

• ‘Exploits’ 

• Aggregated location — person’s routines are unique 

• Voting and voters data 

• Fingerprinting - browser configurations, preferences 

• GDPR applies to all the above since it is ‘personal data’

Ans: When it is possible to ‘re-identify’ using any (practical) means possible

8

mailto:harshvardhan.pandit@dcu.ie
https://harshp.com/research/presentations


Harshvardhan J. Pandit | harshvardhan.pandit@dcu.ie | slides at: https://harshp.com/research/presentations 

Personal Data
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From Data Subject

Other Sources
Given

Observed

Inferred

Third-Party

Public

ClearviewAI

RTB / Online Advertising

Email in forms

Location via IP

Interests via website history

ISO 29184:2020
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Personal Data: Sensitive, and Special

Sensitive:  

- data that merits additional security 

- older term used widely 

Special:  

- requires additional/specific legal permissions 

- newer term introduced in GDPR

Special category personal data is to GDPR what Ferrero Rocher is to chocolates
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Processing of Special Categories of Personal Data 
and 

Requires additional obligations via legal basis in Article. 9 

GDPR Prohibits
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racial or ethnic origin, political opinions, religious or 
philosophical beliefs, or trade union membership, and the 
processing of genetic data, biometric data for the purpose 
of uniquely identifying a natural person, data concerning 
health or data concerning a natural person’s sex life or 
sexual orientation shall be prohibited
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GDPR Article 4(11)
‘processing’ means any operation or set of operations which is performed on 

personal data or on sets of personal data, whether or not by automated means, such 
as collection, recording, organisation, structuring, storage, adaptation or alteration, 
retrieval, consultation, use, disclosure by transmission, dissemination or otherwise 

making available, alignment or combination, restriction, erasure or destruction;

12

Notable alignment with ‘common’ terms used in 
documents, interfaces, etc. 

collect, store, use, share, delete
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GDPR Article.35 Data Protection Impact Assessments

Systematic Monitoring 
Evaluation & Scoring 

Matching & Combining 
Automated Decision Making 

Innovative Use of New Technologies
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GDPR applies before Processing starts

• Data collected but ‘anonymised’ is not subject to GDPR 

• If data isn’t shared, nothing needs to be declared 

• Collecting anonymised data and attaching an identifier to it 

• Hiding things that require transparency and permission 

• Scale and scope of processing 

• Involvement of special categories 

• Involvement of any automated decision making 

• Creating, sharing, using - profiling

Common Misinterpretations
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All Processing in GDPR *must* be towards a Goal
Implied when a ‘Purpose’ is necessary as per Article.5
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Every Processing *must* have a Purpose

Purposes must be *specific* and *unambiguous*

Purposes must be separate from other matter, 
including other purposes
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Purposes are intended 
to be human-readable 

and human-
comprehensible 

Purposes should be 
specific and contextual 

to their use-case

Purposes should not be 
broad and abstract

Purposes can be 
grouped or categorised, 

but not replaced, e.g. 
with Marketing for 

‘Sending new product 
emails’

Purposes don’t have to 
necessarily benefit the 

data subject e.g. service 
optimisation
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Data Controllers are responsible for 
deciding the ‘purpose’

Data Controllers may not even ‘touch’ 
the data they ‘control’

Data Controllers can ‘team up’ to 
become Joint (Data) Controllers

Processors only act on ‘orders’ given 
(explicitly) by Controllers

Processors can appoint other 
(sub-)Processors, still governed by 

instructions from Controllers

Processors deciding/ processing on 
their own become Controllers

Data Protection Authorities (DPA) are 
empowered by GDPR to enforce its 

obligations on all entitiesGDPR Data Interoperability Model,  
EURAS Annual Standardisation Conference (EURAS) 2018,  
Harshvardhan J. Pandit* , Declan O'Sullivan , Dave Lewis  
https://harshp.com/research/publications/010-gdpr-data-interoperability-model 
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GDPR's principles providing a framework for ‘responsibility' 

Principles (Article.5) 
lawfulness, fairness and transparency 

purpose limitation 
data minimisation 

accuracy 
storage limitation 

integrity and confidentiality 
accountability

A77 Right to complaint  
Any Data Subject can 

complaint to their Supervisory 
Authority (DPA)  

If DPA is in a different country 
than the company, then the 

DPA will ‘lease’ and ‘co-operate’ 
with the DPA of that countryConsent (Article.7) 

Informed 
Freely Given 

Unambiguous 
Balance of Power(s) 
Right to Withdraw 

Explicit Consent (e.g. for Article.9)

A12-A22 Rights 
Transparency (A.12) 
Notice (A.13, A.14) ;  

Object to Processing 
Rectification of Data 

Erasure (Right to be Forgotten) 
Restriction of Processing 

Right of Access 
Data Portability
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“AI” is just another technology…

How does GDPR apply? —> if personal data is involved 

When can personal data be involved? Input/output? 

Problems? Accuracy, transparency, principles, consent 

When can it be misused? Jobs? Assessments? Decisions?

19
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Overview of Personalisation Issues

• What data is ‘used’ ??? —> Transparency 

• What data is ‘needed’? What is ‘necessary’? —> Data Minimisation 

• What are the sources of ‘data’ ? —> Transparency 

• Is any data ‘sensitive’ ? Is it ‘special’ ? —> Ethical Concerns 

• Is data (input/output) ‘accurate’ —> Accountability 

• Is the output configurable ? —> Privacy by Design / Default 

• Understand distinctions between Privacy vs Security vs Identifiability vs Control

Key takeaways
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What the current state of the art?

21
https://www.edpb.europa.eu/news/news/2024/edpb-opinion-ai-models-gdpr-principles-support-responsible-ai_en

 (1) when and how an AI model can be considered as ‘anonymous’;  
(2) how controllers can demonstrate the appropriateness of legitimate interest as a legal basis in the development and  

(3) deployment phases; and  
(4) what are the consequences of the unlawful processing of personal data in the development phase  

of an AI model on the subsequent processing or operation of the AI model.
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Salient Points

• claims of an AI model’s anonymity should be assessed on a case-by-case basis. For an AI 
model to be considered anonymous, both (1) the likelihood of direct (including 
probabilistic) extraction of personal data regarding individuals whose personal data were 
used to develop the model and (2) the likelihood of obtaining, intentionally or not, such 
personal data from queries, should be insignificant, taking into account ‘all the means 
reasonably likely to be used’ by the controller… 

• analysing the necessity of the processing for the purposes of the legitimate interest(s) 
pursued (also referred to as “necessity test”); and (3) assessing that the legitimate 
interest(s) is (are) not overridden by the interests or fundamental rights and freedoms of 
the data subjects (also r referred to as “balancing test”).
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AI Act —> GenAI

• AI Act specifically address Generative AI or GenAI 

• It requires transparency for specific models 

• Requires transparency 

• Requires risk assessment 

• Requires clarification on what the model can / cannot do, or is intended to do
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Existing approaches

• Good to start with -  
they tell you what info to consider 

• BUT - they are not complete 

• - not structured 

• - not formally defined 

• - not “usable” to audit 

• - often incomplete 

• - unclear legality

Datasheets and Model cards
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https://arxiv.org/pdf/1810.03993

https://arxiv.org/pdf/1803.09010
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Privacy Risks, GDPR, Legal Compliance, Semantics

What am I working on?

30
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Machine-Readable Metadata for Automated Approaches
Data Privacy Vocabulary (DPV) https://w3id.org/dpv 
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Demonstrated usefulness for 
important use-cases, e.g. ROPA, 
consent, compliance checking

DPV's taxonomies provide semantic 
interoperability, which enables new, 
innovative, smart, and automated 
solutions

We're looking to the future! DGA / 
ePR / AI-Act / Data SpacesThe Data Privacy Vocabulary (DPV) reflects ~5 years 

of efforts in creating an open resource providing 
concepts related to personal data processing, 
privacy, data protection, and GDPR
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DPV Taxonomies
DPV provides rich hierarchical trees in 
top-down fashion that go from abstract 
to more specific concepts

This enables expressing information 
and rules at both high-levels of 
abstraction and as specific 
implementation details

32
generated by SKOSPlay https://skos-play.sparna.fr/ 

E.g. Purpose taxonomy
Purpose → Personalisation  
        → Personalised Advertising  
        → Targeted Advertising

Personalisation

PersonalisedAdvertising

TargetedAdvertising

Purpose

Use-Case Instances
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A ‘Model’ of 
Technologies

DPV TECH extension 
https://w3id.org/dpv/tech 

33

mailto:harshvardhan.pandit@dcu.ie
https://harshp.com/research/presentations
https://w3id.org/dpv/tech


Harshvardhan J. Pandit | harshvardhan.pandit@dcu.ie | slides at: https://harshp.com/research/presentations 
34

mailto:harshvardhan.pandit@dcu.ie
https://harshp.com/research/presentations


Harshvardhan J. Pandit | harshvardhan.pandit@dcu.ie | slides at: https://harshp.com/research/presentations 
35

mailto:harshvardhan.pandit@dcu.ie
https://harshp.com/research/presentations


Harshvardhan J. Pandit | harshvardhan.pandit@dcu.ie | slides at: https://harshp.com/research/presentations 
36

mailto:harshvardhan.pandit@dcu.ie
https://harshp.com/research/presentations


Harshvardhan J. Pandit | harshvardhan.pandit@dcu.ie | slides at: https://harshp.com/research/presentations 

Challenges e.g. Provide vocabulary to specify purposes and permissions  
related to AI training #82

https://github.com/w3c/dpv/issues/82 
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1.new:TrainingByStrategy
• new:SupervisedTraining that uses ai:SupervisedLearning with new:LabelledData - where contextual information involves provenance of labelled data such 

as its source, who created the labels and its categorisation as sensitive etc.;
• new:UnsupervisedTraining that uses ai:UnsupervisedLearning with new:UnlabelledData - where contextual information involves provenance of 

unlabelled data such as its source;
• new:ReinforcementTraining that uses ai:ReinforcementLearning by using new:Feedback that act as new:Reward or new:Punishment - where 

contextual information involves the algorithm deciding the feedback;
• new:SelfSupervisedLearning that uses new:UnlabelledData - where contextual information involves provenance of unlabelled data.

2.new:TrainingByAdapting
• new:TransferLearning reuse a trained model for a new task in another model;
• new:FineTuning where a trained model is refined using new data - in particular for a specific domain or use-case;
• new:FewShotTraining where a trained model is given a few labelled data points to learn from - where the sample is small and not specific enough to be considered fine 

tuning.
3.new:TrainingByFrequency

• new:StaticTraining where the model is trained once;
• new:PeriodicTraining where the model is trained periodically;
• new:ContinousTraining where the model is trained continuously e.g. as new data arrives;
• new:IncrementalTraining where the model is trained in increments that are small and do not cause a full or significant retraining;
• new:FederatedTraining where the model is trained in a federated manner e.g. locally on device;
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https://www.osai-index.eu/the-index?type=text&view=grid

European Open Source AI Index
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In conclusion…

• Many unknowns 

• We’re still figuring out how to describe AI / ML technologies in line with laws 

• ML and Personal Data is a complicated affair 

• Several important issues exist, but aren’t being solved 

• Existing approaches don’t fix stuff 

• Risks/Harms are a challenge that MUST be taken into account and addressed 

• Lots of work to be done …
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~ end of slides ~
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